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Abstract

Many recent political events, like the 2016
U.S.A. or the 2018 Brazilian elections have
raised the attention of institutions and the gen-
eral public on the role of internet and so-
cial media in influencing the outcome of these
events. Understandably, the aspect of such
campaigns that has caught more attention is
the spread of fake news. However, faking facts
is only one of the many devices that can be
used to reach the ultimate goal of persuading
and influencing readers’ opinions, i.e. to set
a propaganda campaign: many psychological
and rhetorical techniques are known in liter-
ature. This talk aims at giving an overview
of Natural Language Processing studies on au-
tomatic detection of the use of propaganda in
texts.

1 Detecting the Use of Propaganda in
Online Media

Propaganda aims at influencing people’s mindset
with the purpose of advancing a specific agenda.
In the previous century, massive propaganda cam-
paigns were mostly prerogative of governments
and large institutions and were mostly directed to
their own citizens and used to consolidate power
or support possibly unpopular political decisions,
e.g. starting a war.

The advent of the Internet has affected pro-
foundly the way political agendas and ideologi-
cal messages are spread to large audiences. So-
cial media and messaging apps may be exploited
not only by large institutions and governments,
but also by small organisations or individuals to
reach an audience of unprecedented size. This,
as observed in Bolsover and Howard (2017), has
opened new scenarios for propaganda campaigns:
It has allowed cross-border computational propa-
ganda and interference in domestic political pro-
cesses by foreign states. The anonymity of the In-

ternet has allowed state produced propaganda to
be presented as if it were not produced by state ac-
tors”. Examples of the novel types of propaganda
campaigns allegedly happened during the 2016
US, the 2018 Brazilian and the 2018 Mexican
presidential elections (Muller, 2018; Tardaguila
et al., 2018; Glowacki et al., 2018), the 2016 UK-
European Union Referendum (Bastos and Mer-
cea, 2017). Events like the infamous “’pizzagate”!
demonstrated the real-life consequences of fake
news also for individuals and brought the attention
of the public on the problem.

However, in this talk we argue that faking news
is only one of the means to reach the ultimate goal
of persuading someone and advocate for a broader
view on the problem. Indeed there exist a num-
ber of rhetorical techniques, mostly logical falla-
cies, and techniques appealing to the emotions of
the audience (Torok, 2015; Weston, 2000). Log-
ical fallacies are usually hard to spot since the
argumentation, at first sight, might seem correct
and objective. However, a careful analysis shows
that the conclusion can not be drawn from the
premise without the misuse of logical rules. An-
other set of techniques makes use of emotional
language to induce the audience to agree with the
speaker only on the basis of the emotional bond
that is being created, provoking the suspension of
any rational analysis of the argumentation. All of
these techniques are intended to go unnoticed to
achieve maximum effect (Miller, 1939). Studies
have shown that even educated users can be fooled
and have their thoughts driven towards some end.
As aresult, malicious propaganda news outlets are
potentially able to achieve large-scale impact.

This talk discusses the detection of propaganda
at media source and document level (Rashkin
et al., 2017; Barrén-Cedeiio et al., 2019). One of
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the main issues affecting the research on propa-
ganda detection is the extreme scarcity of quality
gold labels. We discuss the resources available and
how they affect the research. Rashkin et al. (2017)
deal with a document categorisation problem in
which propaganda is one out of three other cate-
gories: trusted articles, satire, hoax. In order to
obtain gold labels for a document, they use distant
supervision: the categorisation of a media source
performed by expert journalists? is transferred to
all the articles published by that media source. The
noise introduced by this labelling process calls for
specific techniques to avoid learning algorithms to
model the source instead of the category (Barrén-
Cedeio et al., 2019).

Works related to the detection of the use of
propaganda in text fragments, i.e. the detection
of logical fallacies and techniques appealing to
the emotions, are then discussed (Habernal et al.,
2017, 2018a,b). Given the difficulty of obtain-
ing quality fragment-level annotations, and there-
fore the limited size of the datasets available,
deep learning models, which are currently suc-
cessfully on a number of Natural Language Pro-
cessing problems, cannot be straightforwardly ap-
plied. We discuss the possibility of using learning
algorithms able to use external knowledge or tech-
niques such as transfer learning.
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